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ABSTRACT

Large Language Models (LLMs) have emerged as a corner-
stone for advancing Al technologies. It changes the way we
interact with devices, websites, and information, and paves
the way for the development of highly intuitive and capable
personal assistants. Training of today’s LLMs happens in
cloud data centers due to the requirement of enormous data
sets and a significant amount of computing power. Despite
extensive research in continuous learning and mobile edge
computing, fine-tuning pre-trained LLMs using resource con-
strained devices like commodity smartphones remains highly
under-explored. In this paper, we propose Confidant, a prac-
tical collaborative training framework that allows modern
LLMs to be fine-tuned across multiple off-the-shelf mobile
devices. To this end, Confidant firstly partitions an LLM
into several sub-models, allowing each of them to fit in the
memory of a mobile device. Multiple mobile devices then
collaborate in training the LLM, employing a novel pipeline
parallel training approach to accelerate the training process.
Confidant also encompasses an inter-device dynamic model
partitioning and intra-device multi-processor scheduler to
minimize the training time across heterogeneous systems. To
ensure resilient distributed training, Confidant incorporates
a hybrid fault tolerance mechanism to proactively manage
potential device and network failures. We fully implemented
Confidant in C++/Python, and deployed it on a diverse range
of mobile devices. Our experimental results demonstrate
that Confidant excels in achieving computation-, memory-
efficient, and robust customization of LLMs across mobile
devices - it successfully fine-tunes billion-sized LLMs using
three mobile devices, and achieves up to 5.56 times LLM
training acceleration.

1 INTRODUCTION

Transformer-based large language models (LLMs), such as
BERT [9], GPT [2, 27, 29], LLaMA [37], Phi2 [47], have gar-
nered significant attention in the field of natural language
processing (NLP). These advanced models are trained and
typically served by the cloud due to the prohibitive cost of
training and inference [11] — Meta recently has unveiled
its foundational training infrastructure for LLaMA-3, which
utilizes two 24k H100 GPU clusters [24], and OpenAl has
paused, for several times, upgrades to ChatGPT Plus due
to overwhelming inference demand and the requirement of
massive amount of compute capacity.

With the increase of edge and mobile computing power,
on-device model training becomes popular in the era of deep
learning. On-device model training allows a pre-trained model
to learn domain- and user-specific knowledge, and ensures
that personal and sensitive data is processed without leaving
the local network. It harnesses provisioned but not actively
utilized local computing resources, lowering the prices of
running Al applications. It is also less dependent on network
connectivity, providing a lower inference latency and higher
reliability. With the unparalleled advancements in genera-
tive Al in this paper, we seek to answer the question that
how off-the-shelf mobile personal devices can work collectively
to fine-tune modern LLMs?

We list two motivating scenarios that could greatly benefit
from such systems. (1) Personal and Family Chat Assistant.
Many of us nowadays possess multiple mobile devices, in-
cluding smartphones, pads and laptops. Collaborative fine-
tuning LLMs using private data and these mobile devices
would allow us to have personal/family assistants accessible
exclusively to family members within the home network, and
revolutionize the way we interact with technology, promis-
ing a future where smart living is not just integrated but
deeply personalized to the unique dynamics of each house-
hold. (2) Event Chat Assistant. Domain-specific LLMs play
a pivotal role in elevating user experience and customer in-
teractions. Imagine you are organizing a large event like
academic conferences. It would be extremely helpful to the
participants if they could query near real-time event-related
information (e.g., a summary of a talk given earlier today) in
natural language. Such domain-specific LLMs can possibly
be customized (e.g., via the event mobile app) by a pool of
devices of the event participants.

Compared with on-device training of traditional deep
neural networks (DNN) like convolutional neural networks
(CNN) [4, 12, 39] and recurrent neural networks (RNN) [17,
38], local training of transformer-based LLMs has been much
less studied. In fact, executing large language models on mod-
ern mobile hardware and software platforms poses signifi-
cant challenges, and there are currently no solutions readily
available for LLMs training on mobile devices like smart-
phones. The reasons are threefold. First, both training and
inference of an LLM require way more memory than tradi-
tional neural networks. As will be shown in Section 2, it is
not always feasible to fit in modern LLMs, even after parti-
tioning, on commodity mobile devices. Second, despite the
prevalence of mobile accelerators, platform and software



support for LLM training on mobile hardware is still lacking.
On one hand, key operators in modern LLMs like Layer-
Norm and Embedding are not yet supported by mobile deep
learning frameworks (e.g., MNN [16]). On the other hand,
a large number of mobile devices like smartphones do not
have CUDA-capable GPUs, and OpenCL, an alternative com-
puting library that mobile GPUs often use, provides much
higher computation latency on par with mobile CPUs (as
shown in Section 2.1). The heterogeneity of mobile SoCs only
exacerbates the problem. Third, training across a group of
mobile devices is more prone to failures, and a fault tolerant
training mechanism tailored for mobile devices is yet to be
designed. Existing fault tolerance studies [4, 21] either focus
on robust convergence in data-parallel training (e.g., feder-
ated learning), which does not apply to mobile LLM training
where memory is the bottleneck, or deal with failures in a
passive way, which inevitably adds up the recovery delay.

To address these challenges, we introduce Confidant,
a collaborative training framework that enables LLM fine-
tuning on various mobile devices including smartphones
and laptops. In a nutshell, Confidant partitions an LLM into
several sub-models, and deploys them across multiple mobile
devices to collaboratively fine-tune an LLM using a novel
pipeline parallel training approach. To cope with device het-
erogeneity, Confidant introduces a memory-aware dynamic
model partitioning technique, which estimates the real-time
memory and computing capacity of participating devices,
and partitions and places sub-models accordingly to min-
imize the total training time while satisfying the memory
constraints on each device. Based on the parallel nature of
attention heads in LLMs, we propose a novel intra-device
multi-processor scheduler that can optimally allocate differ-
ent numbers of attention heads to heterogeneous mobile pro-
cessors. To reduce recovery delay when faults happen during
training, Confidant employs a hybrid fault tolerance mech-
anism that combines legacy passive fault tolerance design
with a novel proactive adaptation method, which leverages
device dynamics to preemptively address types of training in-
terruptions led by device mobility, network failure or power
depletion. Last but not least, we develop a cross-framework
adapter in C++ and Python to enable collaborative train-
ing across devices utilizing different DNN frameworks. We
deploy Confidant and evaluate its performance across var-
ious mobile devices including mobile phones and laptops.
Experiment results demonstrate that Confidant achieves fast,
memory-efficient, highly robust, and widely applicable edge
collaborative training of LLMs.

We summarize our main contributions as follows:

e We propose a collaborative edge training framework
called Confidant that uses pipeline parallel training

to fine-tune LLMs across multiple edge devices us-
ing different DNN frameworks. To the best of our
knowledge, this marks the first implementation of
collaborative training for Transformer-based LLMs
on edge devices, including mobile devices.

e We propose the memory-aware dynamic model par-
titioning and the novel intra-device multi-processor
scheduler to satisfy the memory constraints of the
participating devices while speeding up the collab-
orative edge training. We also enable collaborative
training across DNN frameworks through a cross-
framework adapter.

e We introduce a hybrid fault tolerance mechanism that
consists of both the passive fault tolerance method
and a novel proactive fault tolerance method, which
jointly provide a more robust fault-tolerance capabil-
ity.

e We deploy Confidant on a set of commonly used
mobile devices and comprehensively evaluate its per-
formance. Evaluation results prove the efficiency in
time and memory, high robustness, and broad appli-
cability of Confidant, where 1.13 to 5.56 times accel-
eration is achieved in the experimental settings. We
also fine-tune billion-sized LLMs using only three
mobile devices.

2 BACKGROUND AND MOTIVATION

We begin by characterizing the execution of LLMs on mobile
devices in Section 2.1. Afterwards we introduce pipeline
parallel training and the problems of directly applying it to
fine-tuning LLMs on mobile devices in Section 2.2.

2.1 Executing LLMs on Mobile Devices

We first motivate the design of Confidant by examining the
characteristics of executing LLMs on mobile devices.

(1) Excessive Memory Requirements of LLMs vs. Limited
Memory on Mobile Devices. Compared to data center servers
and high-end edge devices like NVIDIA Jetson nodes, com-
modity mobile devices (e.g., smartphones) have much less
on-board memory, making LLM fine-tuning challenging. We
conducted a preliminary experiment to show the memory
usage of fine-tuning (with batch size set to 8) four state-of-
the-art LLMs using PyTorch. We also list the parameter sizes
of these LLMs, and the on-board memory of four recently
released smartphones for comparison. It can be seen from
Table 1 that considering the memory taken by mobile OS and
apps, current mobile devices can hardly meet the memory
demand for LLM fine-tuning.

(2) The Need of Collaborative Training vs. Highly Dynamic
Compute, Memory and Energy Supplies. The excessive mem-
ory requirements of LLM fine-tuning calls for a collaborative
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Table 1: Fine-tuning memory usage of LLMs and mem-
ory of the mobile devices released recently.

LLMs Param. Mem. Usage Mobile Devices Mem.
BERT-Base 110M 5.8GB Huawei Mate 60 Pro  12GB
GPT-2-Medium  355M 18.5GB Google Pixel 8 Pro  12GB
Phi-2 2B 46.5GB iPhone 15 Pro 8GB
LLaMA-7B 7B 58.3GB Galaxy S23 Ultra 12GB

way to train LLMs with a group of mobile devices. Nonethe-
less, the highly dynamic compute, memory and energy sup-
plies of mobile devices make the design of a collaborative
training mechanism extremely difficult. Unlike enterprise-
grade servers, the majority of mobile devices share their
memory between CPU and GPU [15], and could be subject
to energy depletion and network disconnection due to the
nature of mobility. All of these factors need to be considered
in the design of a collaborative training framework.

(3) Insignificant Differences in LLM computation Latency
between Mobile CPUs and GPUs. While programming models
and platforms like CUDA [26] significantly facilitate GPU
acceleration by leveraging its parallel processing capabilities,
non-CUDA-capable mobile GPUs exhibit a similar or even
higher LLM computation latency than traditional mobile
CPU-centric approaches. To illustrate this, we conducted
CPU-only and GPU-only experiments on a Redmi K50, and
measured the compute time of one batch forward propaga-
tion under different batch sizes for two models: BERT-base
and GPT2-medium, respectively. The experiments are based
on Mobile Neural Network (MNN) [16], a state-of-the-art
mobile deep learning framework. Note that we use OpenCL
as the computing library for GPU since CUDA is not sup-
ported on the mobile platform. As demonstrated in Figure 1a,
the compute latency employing CPU and GPU are of the
same order of magnitude. We have also measured the over-
head of copying tensors from CPU to GPU when GPU is
used for computation. As shown in Figure 1a, the copy over-
head is negligible compared to forward computation time
in Figure 1a. This suggests that one should leverage multi-
ple processors including both CPUs and GPUs on a mobile
device for parallel computation of LLM, thereby enhancing
training efficiency. Unfortunately, today’s mobile deep learn-
ing frameworks only support DNN training on one kind of
processor.

2.2 Pipeline Model Parallel Training

To address the issue of insufficient memory on a single mobile
device for fine-tuning LLMs, one common solution is to apply
pipeline model parallel training to multiple mobile devices
for collaborative model training [4]. Pipeline model parallel
training was originally introduced for training CNN models
on GPU clusters [25]. Since then, several works [5, 22, 28]
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Figure 1: The copy overhead and computation over-
head of forwarding BERT-base and GPT2-medium sep-
arately on Redmi K50.

have applied this technique to training LLMs on GPU clusters
since the memory of a single GPU may also be insufficient
for training an LLM. This approach optimally divides a DNN
model into multiple sub-models based on the compute ca-
pacities of GPU servers, and deploys each sub-model onto a
separate GPU node. During training, each GPU sequentially
processes a batch through forward and backward compu-
tations. To expedite the training process, GPUs forward a
batch with stale sub-model weights, eliminating the need to
wait for weight updates from the backward pass. To ensure
model convergence, two techniques are introduced: the one-
forward-one-backward (1F1B) rule and weight stashing. The
1F1B rule dictates that forward and backward pass should
alternate, with consecutive operations executed on different
batches. Weight stashing involves storing the weights used
in forward pass so as to guarantee consistent weights during
backward propagation of the same batch.
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Figure 2: An illustration of the pipeline parallel train-
ing technique.

Figure 2 illustrates the concept of pipeline parallel training
using three devices as an example, where device 1 is the cen-
tral node that owns the raw data, and other two are worker
nodes. ig®" and if®" represent the forward and backward pass
of the i-th training batch with weights of the version number
ver, respectively. Consider the training of batch 1 in device
1, instead of waiting for the backward pass of batch 0, device
1 forwards batch 1 using the same weights as those used by
batch 0. Following the 1F1B rule, device 2 forwards batch

3 after backward pass of batch 1, immediately followed by



the backward pass of batch 2. For weight stashing, when
device 2 backwards batch 2, instead of using the weights
of version 2, it uses the weights with version 0, which are
the same weights utilized in the forward pass of batch 2. It
can be observed from Figure 2 that pipeline parallel train-
ing significantly reduces the idle time of each device, hence
speeding up the training process. Despite of active research
on pipeline model parallel training, there is no viable solu-
tion at this moment that allows a set of off-the-shelf mobile
devices to collectively train LLMs.

3 SYSTEM DESIGN
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Figure 3: The system overview of the proposed Confi-
dant

3.1 Design Overview

Figure 3 provides an overview of the proposed Confidant,
designed for distributed pipeline parallel training to collabo-
ratively fine-tune an LLM across heterogeneous edge devices.
The central node, responsible for training, is the device who
may own the training data or have the most significant com-
putational resources, such as a desktop in a household envi-
ronment. The distributed training process starts by searching
for available devices, denoted as worker nodes, within the
local area network (LAN). Then, the central node optimally
divides an LLM into several sub-models according to the com-
puting, memory and communication resources of each de-
vice, utilizing the proposed Memory-aware Dynamic Model

Partitioning scheme, which will be introduced in Section 3.2.
This scheme is executed periodically throughout the entire
distributed training process to adapt to the time-varying re-
sources of edge devices. To address compatibility challenges
among different DNN frameworks, such as MNN and Py-
Torch, Confidant incorporates a Cross-framework Adapter,
enabling collaborative training across various devices. Each
participating device also exploits a novel Intra-device Multi-
processor Scheduler, making full use of the device’s comput-
ing resources by optimally scheduling available processors
for parallel computation of attention heads. Additionally,
Confidant integrates a Hybrid Fault Tolerance Mechanism
that combines both proactive fault tolerance (Proactive FT)
and passive fault tolerance (Passive FT) methods, to combat
potential faults during the training, enhancing the system’s
resilience to unforeseen issues.

3.2 Memory-aware Dynamic Model
Partitioning

To avoid assigned sub-model exceeding the available memory
limit of participating devices, we present a memory-aware
dynamic model partitioning in this section, which calculates
the real-time optimal partition points by jointly considering
the time-varying computing capacity, memory limits, and
bandwidth of each participating device.

We first estimate the memory usage (GB) of each device
Mior; by using the following formula,

Mtot,i = Mmodel + Mgrad + Mpipe,i + MaCt,is (1)

where Mpodel €quals the memory usage of parameters in the
local sub-model and Myaq represents the memory usage of
temporary tensors that need to be stored during gradient
updates. Here i represents the i-th device in the pipeline
parallel training following the computing order. My is
the memory usage introduced by the weight stashing in the
pipeline parallel training. Since for a pipeline parallel training
with N devices, there are (N—i—1) extra versions of trainable
weights stored in memory, Mpipe; equals (N — i — 1) times
the memory usage of trainable parameters for the i-th device.
M,t; denotes the memory used for storing intermediate
activation values during the forward and backward.

Note that the embedding layer is generally not updated
in fine-tuning LLMs. M, can be approximated by the total
memory usage of the activation in the encoders and decoders,
given by [20],

h
Moees = (N — i) x sbh(18 + szf + 5%) xC  (2)

where a, b, s, h, and hy represent the number of attention
heads, the batch size, the sequence length, the hidden dimen-
sion size, and feed-forward dimension size respectively. Here
C is a normalization factor that converts the unit into GB.
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Then during the training, the central node periodically
collects the time required to compute the local sub-LLM, the
memory constraint, and the bandwidth between any two
nodes from each worker node. Following [4], the optimal
model partition points are computed iteratively by

A(p,n—1)
A(ln) = 1mir<11 max { 2 X TC”p_2
) T p+1D)

Vie[n:1], (3)

forn=1,..,Nandl = 1,.., L, where A(l, n) denotes the time
used by the slowest device among n devices to collaboratively
train a [-layer model in the optimal pipeline-parallel training
manner. For the k-th node, TX (i, j) indicates the training time
from layer i to layer j and Tcki denotes the time of transmitting
the output of layer i to the (k +1)-th node. To exclude model
partitioning points that do not meet the devices’ memory
constraint, we compare the i-th node’s memory constraints
with the estimated memory usage of the sub-model assigned
to it. If the memory constraint is not satisfied, we set Tei to
infinity, which ensures that such partition points will not be
chosen as the optimal solution.

3.3 Intra-device Multi-processor Scheduler

In this section, we introduce a novel intra-device multi-
processor scheduler that optimally assigns varying numbers
of attention heads to the available processors on a device.
While existing work such as Megatron[33] has leveraged
parallel computation of attention heads to accelerate the
computation of LLMs in GPU clusters, it primarily targets
homogeneous GPUs. However, distributing attention heads
evenly across multiple heterogeneous processors on mobile
devices may not minimize computation time efficiently. The
proposed scheduler takes into account the computing ca-
pacity of heterogeneous processors by operating two steps:
processor profiling and attention head allocation, which will
be detailed in the following.

Processor Profiling. This step starts by identifying all avail-
able processors on a device. For each processor, we then pro-
file the computation time for varying numbers of attention
heads. Note that a processor may have multiple compute li-
braries supporting DNN computations, such as OpenCL and
Vulkan for mobile GPUs. In such case, we select the fastest
computation time by available libraries as the computation
time for that processor. We denote the profiling result of
computing k attention heads with the processor j as Pj].‘. All

P}‘ values collectively form a profiling dataset P for use in
the subsequent attention head allocation step.

Attention Heads Allocation. This step utilizes a binary
search approach to allocate attention heads to each hetero-
geneous processor on a device to minimize the overall com-
putation time, as illustrated in Algorithm 1.

Assume that our optimization goal is to allocate K at-
tention heads to M available processor to minimize their
computation time. We initiate the lower bound [ to 0 and the
upper bound r to the minimum time for any processor to
compute all K attention heads, serving as the starting point
for the binary search. We also initialize a global allocation
vector S to store the allocation strategies discovered during
this process. In each iteration, we calculate the mid-value as
mid = (I +r)/2. We then check the feasibility of allocating
attention heads such that the overall computation time is
close to mid. Particularly, we initialize a empty allocation
vector S’ for the current validation. For each processor j, we
find the k in [1, K] with Pj’.C closest to mid, denoted as O;.
If the absolute difference between the selected P}‘ and mid
exceeds a given threshold €, we set O; = 0, indicating that
we skip the processor computing either too fast or too slow.
We then include the pair (j,O;) in S’. If the sum of all O;
is greater than or equal to K, it implies the existence of an
allocation strategy where the overall computation time is
approximately mid. In this case, we set S = S’ and adjust
the upper bound r of the binary search to mid — o, where
o is a relatively small value to prevent infinite looping. If
the sum of all O; is less than K, it implies that computing
all attention heads within mid time is unattainable. In such
cases, we adjust the lower bound ! to mid - o. The binary
search iteration concludes when ! > r. Finally, attention
heads are distributed to the selected processors according
to S. These attention heads are then computed in parallel,
thereby expediting the computation of Transformer-based
LLMs on edge devices.

3.4 Hybrid Fault Tolerance Mechanism

In this section, we present the proposed hybrid fault toler-
ance mechanism which integrates both passive and proactive
fault tolerance methods, offering a complementary and com-
prehensive fault tolerance capability.

3.4.1 Passive Fault Tolerance. Passive fault tolerance, ini-
tially proposed in [4, 21], requires each device to replicate
the weights of its local sub-model to other nodes periodically.

When a failure occurs, the central node identifies the failed
nodes through broadcasting and initiates the three-phase
recovery process to restore training. Firstly, in the model re-
partitioning phase, the central node redistributes the model
among the remaining nodes. Subsequently, in the weight re-
distribution phase, each surviving node retrieves the weights
of the new sub-model from local replication or other nodes.
Finally, in the commit phase, each node constructs the new
local sub-model, and the training resumes. Although passive
fault tolerance effectively addresses various faults during
collaborative training, it introduces some time overhead,



Algorithm 1: Allocation of attention heads on mul-
tiple processors

Input: The profiling set P, total attention heads K, total available processors
M, threshold €.
Output: The allocation strategy S = {(j, k;)|j =1,...M,k; =0,1,...,K}.
Initialize [ « 0,7 « min PX S « {};
j=1,..M J

-

while ! < r do
mid «— (I+7r)/2;
if isValid(mid, K, P) then
| remid-o;

Yo a e wm ok W N

else
| [« mid+o;
end
end

10 return S;
11 Function isValid (mid, K, P):
12 Initialize totalHeads « 0, S’ « {};
13 for j < 1to M do
14 kj =arg kf]lml( abs(P]’.< — mid);
15 if abs(PjI.ci — mid) > € then
16 ‘ kj < 0;
17 end
18 totalHeads « totalHeads + k;;
19 insert (j, kj) into S;
20 end
21 if totalHeads >= K then
22 S« 8
23 return frue;
24 else
25 ‘ return false;
26 end

including the time to detect the fault (detection time), re-
distribute the weights (redistribution time), and retrain the
batches that have been forwarded but not yet backwarded
when the fault occurred (retrain time).

3.4.2  Proactive Fault Tolerance. To reduce the time overhead
in addressing node failures, we further introduce a novel
proactive fault tolerance mechanism, which comprises three
phases, i.e., the notification phase, the proactive substitution
phase, and the commit phase.

Notification Phase. When a worker node is about to quit
the training due to its device dynamics, referred to as the
quitting node dg, it notifies the central node at least & seconds
before quitting. To eliminate the time overhead for recov-
ering, the value of & should be greater than or equal to the
time needed to complete the Proactive Substitution Phase,
as described later.

Proactive Substitution Phase. Upon receiving the notifi-
cation from dg, the central node initiates the collection of
computing capacities from all idle devices in the LAN. If
no idle devices are available, the central node resorts to the
passive fault tolerance mechanism. However, if there are idle
devices, the central node proceeds to identify a substitute
node that is the most compatible. To determine compatibility,
each idle device sends back the computing capacity vector
(CCV) h; and the remaining battery b; (mAh) to the central

node. Specifically, h; = {t;1, tis, ..., ti1 }, where t; ; denotes
the time required for computing j encoders, and L is the total
number of encoders. Including different encoder numbers is
essential because t; ; is not linear in j due to computation op-
timization in DNN frameworks [46]. The remaining battery
b; is a value between 0 and 1, where a higher value indicates
a greater remaining battery capacity.

Using h; and b;, the central node adopts the metric Device
Compatibility (DC) to assess the compatibility of an idle
device:

e, = b

Hi+n
where p denotes the portion of the remaining training pro-
cess, which equals (B; + (T — Touy) * B) /T = B. Here, T, B, Toyr
and B; denote the total epochs, the total batches, the current
epoch, and the remaining batches of the current epoch when
the proactive fault handler is triggered, respectively. 1 is a
relatively small value to avoid division by 0. H; is derived by

4

first summing up all values in h; to H; and normalized by
H; = (H; — Hpin) / (Hmax — Hmin), where Hyay and Hp, are
the maximum value and the minimum value among all H;.
Similarly, b; is normalized to Bi by (b; — bmin)/ (bmax — bmin)-
As it can be seen from Eq. 4, the selection of substitute node
considers both computing capacity and the remaining bat-
tery of the device to ensure training stability. However, as
training progresses, i.e., with the decrease of p, attention to
the device battery diminishes. The central node selects the
device with the highest DC as the substitute node, which
then retrieves all weights from the sub-model of d,.
Commit Phase. The substitute node creates the correspond-
ing sub-model and notifies the central node. Subsequently,
the quitting node exits the training without interrupting the
training process. The central node then broadcasts a commit
message to all worker nodes, informing them of the change
in one worker node. Finally, all the nodes retrain the batches
whose training was interrupted during the proactive fault
handling, resuming the training process.

3.5 Cross-framework Adapter

Edge devices may utilize various DNN frameworks, resulting
in different data formats for the intermediate results of DNN.
To address this, Confidant integrates a Cross-framework
Adapter designed to convert intermediate results output by
different devices into a unified structure compatible with
each other, which comprises the following four components:

e Data: A one-dimensional array storing all the data
of a tensor, acquired by flattening the tensor.

e Tensor Shape: A one-dimensional array that char-
acterizes the shape of a tensor, e.g., [8, 256,4096].

e Data Type: An integer indicating the type of the
data, e.g., int8, int32 and float64.
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e Framework Specific Info: A map storing specific
information required by different frameworks. One
instance can be {MNN : “NHWC”}, which includes
the information needed by the MNN framework.

Before transmission to the next device, this adapter con-
verts tensors into the described four components. Upon re-
ceipt, these components are then converted back into tensors
suitable for the framework used by the receiving device.

4 IMPLEMENTATION

We have implemented and deployed Confidant on various
devices with about 10,900 lines of code (LoC) in total. For
mobile devices, we develop Confidant as an application (C++:
~3,200 and Java: ~ 3,600 lines of code (LoC)). MNN[16] ver-
sion 2.7.2 serves as the deep learning framework within the
Android application. We choose MNN for its support for
training on mobile devices and its superior performance in
terms of computation time and memory usage, as demon-
strated in [39]. Given that MNN is implemented in C++ while
our application is developed in Java, we utilize the Java Na-
tive Interface (JNI) [42] to invoke C++ functions from within
the application.

Our work is the first attempt to implement the Trans-
former model for training within the MNN framework, with
plans for the source code to be open-sourced in the fu-
ture. The current approach for deploying Transformer-based
LLMs on MNN involves converting a PyTorch-formatted
model into an MNN-formatted one. However, the derived
MNN-formatted model is limited to inference and lacks par-
titioning capabilities. Hence, we reimplement key operations
in LLM, such as LayerNorm, RMSNorm, Embedding, and
complex number computations, utilizing fundamental MNN
operators. We then implement LLM models with these oper-
ations, which are compatible with training and model parti-
tioning.

Loading pre-trained weights of an LLM from the corre-
sponding PyTorch model involves the following steps: We
first convert the PyTorch-formatted pre-trained weights into
the ONNX format [8], an open standard for representing
machine learning models. Then we employ the MNNCon-
vert tool provided by MNN to convert the ONNX-formatted
weights into the MNN format, which can then be loaded into
the MNN-formatted model.

To custom MNN to our specific requirements, we make
modifications to its source code. In pipeline parallel training,
the device may need to call step(x) with x being gradient
tensors. Thus, the first modification we made is to extend
MNN’s support for passing tensors to the step(x) function,
which initially only supported scalars. Additionally, to facili-
tate parallel computation of multiple attention heads across
multiple processors, we create a separate computation graph

Table 2: Device Specifications

Device SoC CPU GPU Memory

Redmi K50 Dimensity 8100 Cortex-A78 Mali-G610 12GB
Redmi 10X Pro Dimensity 820 Cortex-A76 Mail-G57 MC5 8G
Mi 10 Lite Snapdragon 765G Cortex-A76 Adreno 620 8G
Huawei P30 Kirin 980 Cortex-A76 Mali G76 MP10 8G
Samsung A9 Snapdragon 660 Kryo 260 Gold Adreno 512 4G
Colorful X15-AT - Core i7-13650HX - 32G
Macbook Pro M1 M1 Apple-designed 16G
Jetson Nano —_ ARM Cortex-A57 Nvidia Maxwall 4G

for each processor. Within these graphs, we allocate different
numbers of attention heads as determined by the proposed
multi-processor scheduler, thus enabling parallel computa-
tion across multiple processors.

For edge devices that support training with PyTorch, we
execute Confidant as a Python program (Python: ~ 4,100
LoC) using PyTorch version 2.0.1. We directly load pre-trained
PyTorch-formatted weights available online into these de-
vices.

To facilitate data transmission between devices utilizing
different DNN frameworks, we rely on standard HTTP re-
quests and lightweight web frameworks to handle communca-
tion requests from other devices. We implement with Java
Spark [7] for the mobile application and Flask [6] for the
Python program, respectively. To implement the proposed
cross-framework adapter, we encapsulate the four data com-
ponents using JSON (JavaScript Object Notation).

5 EVALUATIONS
5.1 Experiment Settings

In this section, we evaluate the proposed Confidant on vari-
ous commercially available edge devices, including mobile
devices, with detailed specifications provided in Table 2.
Our evaluations cover three representative LLMs: BERT [9],
GPT?2 [29], Phi2-2.7B [47] and LLaMA-7B [37], representing
Transformer-based LLMs of varying sizes. We consider fine-
tuning tasks such as classification using the Conll2003 [31]
dataset for BERT, question answering with the SQuAD2.0 [30]
dataset for GPT2 and GPT2-Medium, and text generation
employing the Alpaca [36] dataset for Phi2-2.7B and LLaMA-
7B. Table 3 summarizes the specifics of these LLMs and their
corresponding datasets, where #Blocks, #Heads and #Embed-
ding Size represent the total number of encoder or decoder
blocks, the number of self-attention heads in each block,
and the feature dimension for each token in the input sen-
tence, respectively. Note that all evaluations in this section
are performed with no other user processes or user applica-
tions running in the background on the participating mobile
devices.
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Table 3: Model Details and Corresponding Dataset

Model #Blocks #Heads #Embedding Size Dataset
BERT-Base 12 12 768 Conll2003
GPT2-Medium 24 16 1024 SQuADZ2.0
Phi2 32 32 2560 Alpaca
LLaMA-7B 32 32 4096 Alpaca
Table 4: Evaluation Device Setting
Model Confidant #3 Confidant #4
BERT-Base Redmi K50 . . .
Mi 10 Lite Redmi K50, Mi 10 Lite

GPT2-Medium Redmi 10X Pro, Huawei P30

Redmi 10X Pro

5.2 Training Performance

In this section, we evaluate the training performance of Con-
fidant executing the fine-tuning tasks described above, in
terms of the training time and memory usage.

5.2.1 Model Performance. We first evaluate the model per-
formance of using Confidant to fine-tune an LLM, where
we use the model performance of fine-tuning an LLM in a
traditional way as the baseline. For both fine-tuning ways,
we set the total epoch to 3. To reduce the experiment time,
we conduct this experiment on a server and the results are
listed in Table 5, where we utilize 3 independent processes
to simulate three devices in Confidant. Due to limitations in
server resources, we employ LoRA [13], a parameter-efficient
fine-tuning technique, for Phi2 and do not validate the per-
formance of LLaMA. Note that for different datasets, we
adopt different evaluation metrics, which are provided in
the footnotes of Table 5. It can observed from Table 5 that
Confidant almost does not cause any accuracy drop, and

Table 5: Model Performance Comparisons

Task Traditional Confidant

BERT-Base + Conll2003" 97.70% 97.66%
GPT2-Medium + SQuUAD2.0? 72.55%/82.23% 73.03%/83.05%
Phi2 + Alpaca® 0.52 0.66

! Token classification accuracy
2 Exact match / F1 score
3 Test dataset loss

even performs slightly better than traditional training, thus
guaranteeing the model performance of Confidant.

5.2.2 Training Time. Then, we measure the total time of for-
warding and backwarding ten batches considering different
batch sizes. The number of mobile devices participating in
Confidant is set to 3 or 4, as listed in Table 4. For comparisons,
we consider three baseline scenarios: (1) Fine-tuning an LLM
on a single device, (2) Conventional pipeline parallel training
by average partitioning of the LLM (PipeDream [25]) and
(3) Conventional pipeline parallel training using computing
capacity-aware model partitioning (FTPipeHD [4]). In base-
line (1), we select the mobile devices with the highest and
lowest computing capacities from Table 2 as the experiment
devices. In cases where a device’s memory is not sufficient for
the entire model, we adopt an incremental measurement ap-
proach, where during both the forward and backward passes,
we load only a portion of the model that fits into memory for
computation, releasing it before loading the next segment.
This incremental measurement approach is consistently ap-
plied in subsequent evaluations as well. For baseline (2) and
(3), we choose the same devices employed by Confidant. We
record the average time for training 10 batches using the
three baselines and Confidant. The results are presented in
Figure 4.
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As shown in Figure 4, the conventional pipeline parallel
training approach leverages the resources of multiple devices
to accelerate training. The training time decreases with the
increasing number of participating devices. Compared to
training using only the fastest device, pipeline parallel train-
ing with three devices achieves acceleration ratios of 1.81x
and 1.33x on BERT-Base and GPT2-Medium respectively.
When using four devices, the acceleration ratios further in-
crease to 2.62x and 1.97x.

Confidant significantly accelerates the collaborative train-
ing compared to FTPipeHD. With three participating mobile
devices, Confidant achieves acceleration ratios of 1.75x and
2.66x on BERT-Base and GPT2-Medium, respectively. When
four devices are used, it achieves acceleration ratios of 1.45x
and 2.82x. Compared to training solely on the fastest device,
Confidant achieves acceleration ratios of 3.18x and 3.55x
under three-device configurations. For the four-device con-
figuration, it demonstrates acceleration ratios of 3.82x and
5.56x. These results affirm Confidant’s remarkable accelera-
tion performance for training on mobile devices.

We also note that the transmission of the output of the
sub-model on the current batch and the computation of the
next batch occur simultaneously by two threads on a mobile
device. Our evaluations show that the transmission time is
only 8% to 23% of the computation time when fine-tuning
BERT. Therefore, the transmission overhead is completely
covered by the computation of the model and, hence, can be
ignored.

5.2.3 Memory Usage. Next, we assess the memory usage
of Confidant, with the memory usage for fine-tuning on a
single mobile device as the baseline. We select three repre-
sentative mobile devices with available memory of 4G, 8G
and 12G, respectively, reflecting common memory scenarios
in mainstream smartphones. In cases where the memory of
a single device may be insufficient for LLM fine-tuning, we
record the memory consumption when accommodating the
maximum number of encoders. Additionally, we measure
the average memory usage across devices during fine-tuning
with both three and four devices under Confidant. The eval-
uation results are detailed in Table 6.

Table 6 illustrates that fine-tuning a complete LLM on a
single device becomes increasingly challenging as the model
size grows. Even the mobile device with the largest mem-
ory, i.e., 12GB, can only accommodate a limited number of
GPT2-Medium encoders. Moreover, the idle memory of a
mobile device in daily usage is unlikely to exceed 50% of the
total memory, with a portion of this memory reserved for
temporary mobile applications. Consequently, the available
resources for fine-tuning LLMs on mobile devices are fur-
ther constrained. Confidant effectively reduces the average

memory usage on each device through model partitioning-
based collaborative training. This allows devices with smaller
memory capacities to participate in training by handling a
subset of computations for the entire model. As the number
of devices increases, the average memory usage per device
decreases.
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Figure 5: The computation latency of the self-attention
layer of two models under various batch sizes. Left
column: Redmi K50, Right column: Redmi 10X Pro.

5.3 Multi-processor Scheduler Acceleration

In this section, we assess the performance of the intra-device
multi-processor scheduler (MPS) by comparing it with the
scenarios where only the CPU or GPU (OpenCL) is utilized.
Note that in this evaluation, when computing using only
one processor, we select the best approach among the three
methods described in Section 3.3 for computing attention
heads.

We first compare the computation time of the self-attention
layer for BERT-Base and GPT2-Medium, as depicted in Fig-
ure 5. Due to the significant difference in computation time
between different batch sizes, we adopt the logarithmic scale
for the vertical axis. When working with small batch sizes,
the computation time using MPS is comparable to using
either only the CPU or GPU. However, as the batch size
increases, the acceleration effect of MPS becomes more evi-
dent, indicating that the proposed MPS effectively leverages
processors for LLM computation.

We also compare the computation time of the entire BERT-
Base and GPT2-Medium using the MPS against using only



Table 6: Memory usage comparisons between Confidant and a single device

. Memory Usage (GB)
Model BatchSize Samsung A9 Mi 10 Lite Redmi K50 Confidant #3 (Average) Confidant #4 (Average)
4 2.7(10/12)1 3.1 3.1 2.10 1.65
BERT-Base 8 2.8(6/12) 5.5 5.5 3.17 2.43
1 2.8(10/24) 6.2 6.2 4.20 3.17
. 2 2.8(8/24) 7.0(16/24) 7.2 5.13 3.83
GPT2-Medium 4 27(5/24)  6.9(12/24) 9.8 6.57 4.73
8 2.6(2/24) 6.9(5/24)  9.8(20/24) 7.20 5.81

! (i/§): Only accommodate a maximum of i encoders while current model comprises j encoders
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Figure 6: Training latency comparisons between single-
device fine-tuning and MPS-based fine-tuning

the CPU, where we use two kinds of CPU to perform the
comparisons. The results are presented in Figure 6, where
X indicates that it is impractical to conduct experiments on
the specified device. The results highlight the significant ac-
celeration achieved by our proposed MPS in complete model
training. Furthermore, the MPS demonstrates versatility and
exceptional performance across different models and devices.

5.4 Hybrid Fault Tolerance Overhead

We then evaluate the performance of the proposed hybrid
fault tolerance mechanism. We consider training with three

mobile devices, along with two idle devices in LAN. We
evaluate the passive and proactive fault tolerance methods
independently.

We trigger the passive FT by manually closing the Confi-
dant application on a worker node and measure the detection
time, weight redistribution time and retrain time as described
in Section 3.4.1. For proactive FT, we trigger it by setting a
worker node to notify the central node of its exit after Con-
fidant has been running for a specified duration. We then
measure the time taken to find a substitute node (search time),
the time for the substitute node to retrieve all weights from
the quitting node (substitution time), and retrain time. For
both fault tolerance methods, we record the time required for
training to resume after being interrupted (recovery time).
The evaluation results are detailed in Table 7.

The results presented in Table 7 reveal that the detection
time in passive FT is greater than the search time in proac-
tive FT. While the weight redistribution time in passive FT
is shorter than the substitution time in proactive FT, it is
important to note that weight redistribution in passive FT
occurs during the training interruption, whereas substitu-
tion in proactive FT is carried out concurrently with training.
The retrain times for both methods are relatively similar. We
highlight that the recovery time for proactive FT is signifi-
cantly shorter than that for passive FT. This indicates that
the advantages of the proposed proactive FT in reducing the
time overhead caused by device failures.

Table 7: Recovery overhead of the passive FT and the
proactive FT

Passive FT ‘ Time (ms) ‘ Proactive FT ‘ Time (ms)

Detection 4631 Search 6325
WR 5764 Substitution 23168
Retrain 4439 Retrain 4245
Recovery ‘ 16834 ‘ Recovery ‘ 4487

WR: Weight Redistribution.
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5.5 Cross-framework Adapter Overhead

We then assess the time overhead introduced by the cross-
framework adapter, measuring the time required to adapt the
intermediate results of three models to different frameworks
with four different batch sizes. We conduct experiments on
both the sender and receiver sides, with one device running
PyTorch and the other running MNN, respectively. The av-
erage of 10 measurements is calculated and presented in
Figure 7.

Experiments demonstrate that the time overhead of the
cross-framework adapter is negligible when compared to the
training time shown in Figure 4. It is worth noting that the
adaptation to PyTorch takes longer than the adaptation to
MNN, mainly due to the higher execution efficiency of C++
compared to Python.
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Figure 7: Conversion Overhead cross Different Devices

5.6 Energy Consumption

Finally, we measure the energy consumption of Confidant
by fine-tuning LLMs utilizing Mi 10 Lite, Redmi 10X Pro and
Redmi K50. We record the battery usage using BatteryStats
tool [1]. Specifically, we record the electricity consumption
(mAh) of fine-tuning 10 batches with BERT-Base and GPT2-
Medium utilizing Confidant and one single device, respec-
tively, as illustrated in Figure 8. We also provide the total
electricity consumption of three devices utilizing Confidant.
Figure 8 illustrates a significant reduction in power consump-
tion when employing Confidant compared to fine-tuning the
entire model on a single device. This reduction remains sub-
stantial even when considering the total energy consumption
of all three devices, showcasing a remarkable energy saving
of Confidant compared to the single-device training.

5.7 Attempts on Billion-sized LLMs

We also attempt to fine-tune LLMs with billions of param-
eters, i.e., Phi2-2.7B and LLaMA-7B, on edge devices using
Confidant. Due to the substantial memory requirements for
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Figure 8: Comparisons of the electronic consump-
tion between single-device fine-tuning and Confidant-
based fine-tuning.

fine-tuning these two models, we conduct LoRA-based fine-
tuning using one mobile device (Redmi K50) and two laptops
(Macbook Pro M1 and Colorful X15-AT), supported by the
proposed Cross-framework Adapter. We measure the aver-
age training time per batch and the average memory usage
of fine-tuning these two models, as listed in Table 8.

Table 8: Evaluations on Billion-sized LLMs

Model ‘ Batchsize ‘ Time per Batch Average Memory Usage

. 1 19.29s 8.27 GB
Phiz-2.78 ‘ 2 ‘ 19.46 5 10.84 GB
29.92's 12,51 GB

LLaMA-78 ‘ ‘ 88.06 s 14.10 GB

It can be observed from Table 8 that the billion-sized LLMs
are successfully fine-tuned through three mobile devices.
However, training a batch still requires a significant amount
of time, especially for the LLaMA-7B. Accelerating the train-
ing of billion-scale LLMs on mobile devices is among our
future endeavors.

6 RELATED WORKS

On-device LLM Inference. Research on on-device LLM
inference mainly focuses on accelerating the inference and



reducing memory usage. Techniques employed for speeding
up LLM inference are those commonly used in edge deep
learning acceleration, including efficient model structure [10,
32], quantization [43], feature pruning [34], and sparsifica-
tion [23]. Building upon accelerated inference, some studies
have also reduced memory usage [35, 44]. Kim et al. [18]

proposed BiLD that generates text at a low computation and
memory cost through a relatively small LLM, corrected by a
large LLM when the output of the small LLM is inaccurate. In
EdgeMoE, it only loads the LLM weights that are frequently
used in memory, with the other weights only loaded from
disk when they are used. While there have been many stud-
ies dedicated to on-device LLM inference, few studies focus
on fine-tuning LLMs on edge devices. Our work addresses
this gap in the existing literature.

On-device DNN Training. Since training requires much
more memory than inference [3], current research on edge
training primarily focuses on reducing the memory footprint
introduced during the training process. Gim et al. introduced
Sage [12], a framework that reduces memory usage through
graph-level and operator-level optimizations, incorporating
both gradient checkpointing and gradient accumulation tech-
niques. Melon [39] is a framework that intelligently allocates
tensors to the appropriate memory address by considering
the tensors’ lifetime, which enables training a model beyond
physical memory capacity. Both frameworks only consider
models as large as BERT. In FwdLLM [45], it achieves fine-
tuning billion-sized LLMs across mobile devices by utilizing
a backpropagation-free training method called perturbed
inferences. However, the generality of BP-free methods is
lower than that of traditional backpropagation methods. Ad-
ditionally, FwdLLM is built upon federated learning across a
large number of mobile devices to ensure the model conver-
gence speed and training time. Confidant instead employs

the traditional backpropagation to fine-tune LLMs on mo-
bile devices, providing more generality and requiring fewer
mobile devices.

Co-execution of Multiple Processors. Existing works of
multi-processor co-execution mainly concentrate on lever-
aging the on-device CPU and GPU to compute DNN paral-
lelly. Wang et al. [40] proposed OPTiC that achieved optimal
co-execution by automatically partitioning the DNN work-
load and selecting the operating frequency of processors

while satisfying hardware thermal constraints. In contrast,
player [19] and CoDL[14] utilized the latency estimation of
DNN operators to reduce the idle time of processors, thereby
maximizing both CPU and GPU computation time. To es-
timate the latency, player employed a FLOPs-based linear-
regression model, while CoDL adopted a non-linear and

concurrency-aware mathematical formula. NN-Stretch [41]

transformed a long and narrow model into a model with sev-
eral independent branches to achieve parallel computation of

branches on multiple processors. We note that current stud-
ies are designed for on-device DNN inference. Our proposed
multi-processor scheduler is applied to on-device fine-tuning,
which accelerates both forwarding and backwarding.

7 CONCLUSION

In this paper, we have proposed and implemented Confidant,
a collaborative training framework for fine-tuning LLMs
on various edge devices across different DNN frameworks.
Leveraging pipeline parallel training, Confidant reduces the
average memory usage on each device, achieving efficient
fine-tuning through memory-aware dynamic model parti-
tioning and an intra-device multi-processor scheduler. Ad-
ditionally, a cross-framework adapter enables fine-tuning
across different DNN frameworks. Confidant also introduces
a hybrid fault tolerance mechanism to offer strong robust-
ness against both predictable and unpredictable faults during
collaborative training. Experiments on practical mobile de-
vices have demonstrated that Confidant achieved up to 5.56
times acceleration in the experimental settings, realizing
computation- and memory-efficient, and robust collabora-
tive training on mobile devices. Furthermore, we have also
successfully fine-tuned billion-sized LLMs using only three
mobile devices with Confidant.
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